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Overview

Conclusions

Method

Our	Approach:	Combine	street-level	photographs	
and	objective	attributes.	We	find	that	using	
images	results	in	more	accurate	price	estimates.

Dataset

Evaluation	(cont’d)

We	constructed	a	dataset	of	homes	with	photos,	
metadata,	and	prices	[1].
Dataset	details:
• 83,140	homes
• 15	objective	

attributes
• Each	home	has	

a	front-facing	
image	captured	
by	an	appraiser

We	evaluated	AlexNet[2],	GoogLeNet[3],	and	
VGG-16/VGG-19[4]	trained	on	ImageNet[5],	
Places[6],	and	Places2[7]	and	found	VGG-16
Places2	FC8	features	reduce	the	most	error.

How	does	semantic	label	affect	home	price?	

Exterior	appearance	correlates	with	the	price	of	a	
home	and	can	be	used	to	improve	existing	models.	
Applications	of	our	work	include	automated	
exterior	appraisal,	architectural	anomaly	
detection,	and	demographic	prediction.	Our	work	
opens	many	avenues	of	future	research	towards	
not	only	estimating	home	prices,	but	also	holistic	
understanding	of	urban	regions.	
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Learn	models	using	linear,	ridge,	and	random	
forest	regression.

Image	Features

Positive

Task:	Estimate	the	
price	of	a	
residential	home.

Feature	Selection

Does	the	joint	model	improve	price	estimates?

We	apply	linear	regression	to	select	the	subset	of		
attributes	the	highest	𝑅".	These	attributes	are:	the	
property	area,	#	of	bedrooms,	#	of	bathrooms,	
year	built,	residential	area,	total	fixtures,	
basement	size,	and	garage	size.	[1]	http://fayettepva.com/
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Limitations:	Existing	
methods	rely	on	
objective	attributes	
and	fail	to	account	
for	differences	in	
curb	appeal.	

We	compare	our	joint	model,	𝑃 𝑀 + 𝐶(𝐼),	
against	two	baseline	models:
• 𝑃 𝑀 ,	Predict	price	using	only	metadata
• 𝑃 𝐼 ,	Predict	price	using	only	image	features
• 𝑃 𝑀 + 𝐶(𝐼),	Predict	price	using	metadata	and	

a	curb	appeal	modifier.	𝐶 𝐼 adjusts	the	price	
of	a	home,	positively	or	negatively,	based	on	its	
curb	appeal.

Evaluating	on	a	80/20	train/test	split,	our	joint	
model	reduces	the	RMSE	by	4%	over	𝑃 𝑀 and	
90%	over 𝑃 𝐼
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